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ABSTRACT

Presensystemdor streamingdigital audiobetweendevicescon-
nectedby internethave beenlimited by anumberof compromises.
Becausef restrictedbandwidthand“besteffort” delivery, signal
compressiomf oneform or anotheris typical. Buffering of audio
datawhich is neededto safgyuardagainstdelivery uncertainties
cancausesignaldelaysof seconds Audio is in generalan unfor-
giving testof networking,e.g., one datapacketarriving too late
andwe hearit. Trade-ofs of signalquality have beennecessary
to avoid this basicfact and until now, have vied againstserious
musicaluses.

Beginningin late1998,audioapplicationspecificallydesigned
for next-generationnetworkswere initiated that could meetthe
stringentrequirement®f professional-qualitynusicstreaming A
relatedexperimentwasbegunto explorethe useof audioasa net-
work measuremenbol. SoundWIRE(soundwavesover the in-
ternetfrom real-timeechoes)reatesa sonarlike ping to display
to the earqualitiesof bidirectionalconnections.

Recenexperimenthave achiesedcoast-to-coastustainedu-
dio connectionsvhoseroundtrip timesarewithin a factorof 2 of
thespeedof light. Full-duplex speectover theseconnectiondeels
comfortableandin an IR recirculatingform that createsechoes
like SoundWIRE userscanexperiencesinginginto a transconti-
nentalechochamber

Threesimplificationsto audiostreamingare suggestedh this
paper: Compressiorhasbeeneliminatedto reducedelayanden-
hancesignal-quality TCP/IPis usedin unidirectionalflows for its
delivery guaranteesndtherebyeliminatingthe needfor applica-
tion softwareto correcttransmissiorerrors. QoS putsboundson
latengy andijitter affectinglong-haulbidirectionalflows.

1. INTRODUCTION

Internetroutesgoodenoughfor experimentingwith transcontinen-
tal audioalreadyexist andwill likely soonbecomecommonlyac-
cessibleo musiccreatorandmediaindustries We have testedap-
plicationsfor remoterecordingdistributedperformancendSound-
WIRE network evaluation. This reportdescribesour underlying
engine, various applicationsfor unidirectionaland bidirectional
streamingandthe networksemployedn recenttesting.
Professional-qualitaudiocanbe characterizeésrequiring:

1. uncompresselihearsampling(or atleast fast,losslessig-
nal compressiofif compressiors necessary)

2. multiple channels
3. CD quality resolutionor better

4. very nearreal-timebidirectionalthroughputfor interactve
applications

The goalsof our researcthave beento adhereto thesecrite-
ria and particularly to explore the latter, in which the hopeis to
approachascloseaspossiblethe basicspeedimit of the physical
network.

Transmissiorspeedf real-timedatais restrictedoy thespeed
of light (or about70%of the speedf light, in the caseof copper).
Thetheoreticakroundtrip time (RTT) acrosshe USA andbackis
approximately40msec Our experimentswith very goodnetworks
have achie’edRTT aslow as75msecBecause&ompressiotintro-
ducesencode decodeprocessinglelaywe have avoidedit — but,
neitherhasit beennecessary we areroutinelyableto transmit10
channelsvorth of 24bit, 96kHz. audiosignals.

Along with our new professionahudioapplicationswe have
developedSoundWIRE a utility which providesanintuitive way
of evaluatingtransactiordelayanddelayconstang. Its final form
is an enhancedping” that usesactualsoundreflectionbetween
two hosts. A musicaltone, suchas a guitar pluck, can be cre-
atedby recirculatinga digital acousticsignal, turning aninternet
connectionitself into a vibrating acousticmedium. Network de-
lay betweerthesereflectionssubstitutedor the stringof the guitar
creatingatonewhosestability representperfectlyregularservice
andwhosepitch representsransmissiorlateng. The ear’s abil-
ity to discernminutedifferencesnakesthis anunforgiving testof
networkreliability.

1.1. A short history of a short history

Experimentsof the past15 monthshave rangedfrom local area
network (LAN) tests,including deploymenton campusinternets,
to long-haulwide areanetworks(WAN). Someof thesewill be
discussedn detail,below.

Briefly described,an end-to-endaudio applicationinvolves
two hostcomputerg(a sener and a client) connectedby one or
mary network sggments. Each segmentis typically sharedby
other computergconnectedo it by network hubsand switches)
who contribute their own datatraffic in competitionwith the au-
dio. Routersare dedicatedcomputersthattie togethersegments
andtake careof relayingtraffic betweenthemaccordingto des-
tination. Routerswith quality of service(QoS) capabilitiescan
give priority serviceto designatedraffic, but this featureis still
experimentaland canintroduceundesirableside-efects of over-
headandpolicy managememequirementsTheneedfor of QoSis
avoidedby providing “over-provisioned”networksthatareableto
meetthereal-timerequirementsf the applicationsunningacross
them. Problemsbeagin herethough,becausehe definition of “real
time” dependson the task. File transferand email applications
have a very differentnotion of realtime than,say telesugery. In
fact,theupperboundfor delayevendiffersfrom onetypeof audio
applicationto another
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The InternetProtocol(IP) which providesdatarouting within
and acrossphysicalnetworksdoesnot itself guaranteeeception
of dataat the listeningend. As a result, differing protocolsbuilt
ontop of IP (see[1] for a gooddescription)have beenchosernto
dealwith this, dependingon the type of audio application. Ap-
plications have beenof four types: LAN-unidirectional, WAN-
unidirectional LAN-bidirectionalandWAN-bidirectional.

UDP (userdatagranprotocol)is a low-overheadmechanism
with nodelivery guaranteedastbut unreliable.lt canbe extended
by the applicationdesignerto compensatéor its susceptibilityto
transmissiorerrorsover besteffort networks. Theseinherentun-
certaintiescan be overcomeby insteadchoosingTCP (transmis-
sion control protocol) to guaranteeeliable datatransport. TCP
incorporatemanacknavledgemenschemeandwill retransmitcor-
ruptedor missingdata,alsocorrectingary out-of-orderarrivals. It
is a simpleto way to addthe necessanaudiodelivery guarantees
to anapplication,but introducests own buffering andprocessing
delay QoS mechanisms provide a way to increasereliability and
reducelateny by putting the burdenof flawlessdelivery on the
networkitself. QoSroutercapabilities aswill be shavn, provide
a way to meetthe requirementdor low-overhead fast transport
thatis lesssusceptibleo errorsandthatapproachethetheoretical
limit of transmissiorspeed.

The first public WAN experimentwas a unidirectionalcon-
certcasfrom McGill Universityto New York University, Septem-
ber 26, 1999. The teamcombinedUDP (their applications pri-
mary protocol) with a TCP-basedrror compensatioriechnique
that couldreliably retrieve missingdata. The signalwasdelayed
a numberof secondsy databuffering andcompressiorprocess-
ing (Dolby AC3 compressionvasused)[3[3]. Longdelaysareno
difficulty in sucha case however, becausalelayis not perceved
whenlisteningto or recordinga concertprovided the application
is entirelyunidirectional.The McGill systemwasemployedagain
in July, 2000betweerMontrealandTokyo for theINET2000Con-
ference.

In February2000ourteambeganto listento roundtrip reflec-
tions aroundthe laboratoryas musicaltonesusing a TCP-based
SoundWIREmethod. Interestingly evaluatingRTT in this way
providesanintuitive impressiorof “network distance™y convert-
ing timesto pitches.A secondversion,which we call Soundping,
corverts ICMP ping (the usual InternetControl MessageProto-
col utility) statisticsdirectly to soundand allows listenersto tap
theouterreache®f the Internetwithout needingto createbidirec-
tional flows.

Our subsequentvork involved TCP-basedinidirectionalmu-
sical events,followed by TCP and UDP bidirectionaldemos.As
the projecthasevolved, so hasits codebase.The following gives
anoverview of the presensystem.

2. THE STREAMING ENGINE

Thestreamingengineis intendedo be highly flexible andsupport
mary differentapplications. To this end, we have designedthe
engineusinga core streamclassand pluginsthatfall into oneof
four cateyories:input, output,processingandinput mixing. Each
of the input andoutputpluginsrunsin its own threadand makes
callsinto the streamclassto submitor receve data.

The streamclasshandlesary numberof pluginsof eachtype
provided thatthey areall expectingand providing the sametype
of data.

2.1. Input

An input plugin spendsmostof the time blockedagainstits data
source. Eachtime the plugin readsa buffer of datait calls the
containingstreamclassto postthe buffer. It thenreturnsto block
againsthe datasourceagain.

Theinputpluginswe have currentlyimplementedarea digital
audioinput plugin for readingaudiodatafrom a soundcard, net-
work pluginsfor streamsusingthe UDP and TCP protocols,and
apassthriplugin (actuallyimplementedasaninput pluginandan
outputpluginto forward datafrom the outputof onestreamto the
input of anotheron alocal machine).Futurepossibilitiesfor input
pluginsaremidi, RS-422machinecontrol, genericserialsignals,
or ary of the mary availableexternalcontrollers.

2.2. Output

An outputplugin is very similar to an input plugin exceptthatit

may chooseto block either againstthe streamclasswaiting for

dataor againsits datasink. Thethreadedmplementatiorpermits
eachplugin to implementthis in the mostappropriateway. For

instance|n the caseof the digital audio outputplugin, we never
wantto causeunderrungo thesoundoutputhardwaresowe advise
the streamto never block the plugin but insteadto returna buffer
of zerosin the casethatthereis notafull buffer of dataavailable.
In thecaseof thenetworkontheotherhand we canafford to block
waiting for databecausegespeciallyin the TCP casethe systemis
somuchmoreelasticthanthe hardwaresoundoutputcase.

2.3. Processing

Theprocessingluginsprovide awayto acton eachbuffer of sam-
plesasit passeshroughthe system.In implementinga network
waveguide (SoundWIRE),we usethis functionality to filter the
signalasit passeshroughthe stream.This could alsobe usedto
applyreverbor otheraudioprocessingo thesignal. We couldalso
usethis pointto encodeor decodethe signalwith errorcorrection
codesand/orcompressioralgorithms.The pluginswill alwaysbe
appliedin the orderthey areinstalled,thereforeit would be con-
ceivableto applyreverb,compressionanderrorcorrectioncoding
to a signalin that order on the transmittingside and thento re-
cover the signalby applyingthe decodingof the error correction
andcompressiorin the oppositeorderonthereceving side.

2.4. Coordination and tuning

The streamclassitself is implementedasa simple arbitratorbe-
tweenall the plugins. In our currentimplementationthereis a
separateircular buffer for eachoutputplugin. Eachbuffer of re-
ceiveddatais passedhroughthepluginsandthenacopyis written
to eachof the outputcircularbuffers.

The caseof mary input pluginsis muchtrickier becausehe
procedurdor combiningtheinputsignalis differentdependingn
whatkind of signalis beingstreamedThe audiocaseis currently
implementedvith anadditionalcircular buffer thathandlesmary
write pointers.Eachinput plugin addsits datainto theinput buffer
andthe summedsignalis thenforwardedon throughthe process-
ing andinto the outputbuffers. In the future we canimplement
mixing supportfor midi andotherdatastreamshatdemandt.
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In orderto adapthestreamingapplicationto thetypeof stream,
thenetworkquality, andthetradeof betweerlateny anddelivery
guaranteew/e caneasilyadjustseveral parameters:

1. packetsizefor networktransmission

2. fragmentsizefor soundi/o readandwrite operations
3. sizeof thecircularbuffers
4

. thresholdfor filling a circular buffer beforethe first read
operationsarepermittedon it

5. TCPretransmit,fastacknavledgemenschemesndother
options
6. threadpriority (though,sofar this hasbeenunnecessary)

2.5. Configuration Examples

Thesimplestapplicationwe cancreateusingthe streamingengine
is a loopbackthat readsfrom the soundcard and writes directly
backoutto the soundcardagainasshovn in Figurel.

Stream
Process

Output

Input Mix

Figurel: Loopback case.

Figure 2 illustratesaddinga reverberationprocessingplugin
to makea simplelivereverbprocessar

Stream
Process Output

Input Mix

Figure2: Reverb case

Figure3 shavs the streamingengineasa meango passaudio
into and out of devicesvia network hardware. In this advanced
case,multiple hostsare connectedvia internetasa 2D network
waveguidemeshwith audioinput andoutputtapsat eachnode.In
this topologythe networksimulatesa drum heador a platerever
berator

Host A Host B

Host C Host D

Figure3: Multiple waveguide case.

Unidirectionalstreamings achieved by first creatinga sener
streamproceson thereceving machineandthenconnectingo it
with atransmitstreamprocesn the clientmachine(Figure4).

Bidirectional streamingis achieved by runningtwo streams
(bothsidesof the unidirectionalcase)on bothmachinesasshavn
in Figure5.

Figure6 demonstratea 1D networkwaveguidewith audioin-
putandoutputtapson both endscreatedby recirculatinga stream
in abidirectionalloop.

2.6. Implementation

Thestreamingengindsimplementedn C++usingtheCommonC++
(cross-platformiWindows / Unix) library [4] for threadandsocket
support. SynthesisTool Kit (STK) C++ classed5] provide nu-
merousprocessinglementsandwere usedfor the first streaming
engineprototype.Graphicaluserinterfaceclassesareprovidedby
the Qt C++library [6].

3. OBSERVATIONS AND APPLICATIONS

Generalbbsenations:

1. Successs governedby carefultuningof all parametermen-
tionedabove andan appropriatechoiceof protocolwhich,
asmentionedabore depend®n the type of application. If
TCR its retransmitlgorithmsandbuffering parametersan
betweakedor low-lateng, smallpacketthroughput.

2. The physicallayer permitsan extremely large amountof
real-timeaudio. Oncethingsare well setup in termsof
systemtuning, one canusuallyincreasethe numberof si-
multaneoushanneldramatically

3. QoShastremendousmpacton cutting throughtraffic sit-
uations,especiallythoselikely to be encounteredn WAN
paths.

Four recentprojectmilestonesllustratethe evolution andapplica-
tion of ourwork.

3.1. LAN teleconcert,Ambisonics B-format audio, TCP/IP

A “teleconcert’onMay 24, 2000constitutecburfirst professional-
quality audio streamingin a public musical event. Two Stan-
ford Universityconcertocationg(approximatelylkm. apart)were
linked via internetto transmitlive performancefrom one stage
to the other one directionat a time. Spatial characteristicof
eachlocation (oneindoors,oneoutdoors)weretransmittedusing
AmbisonicmicrophongechniquesThe4-channeAmbisonicsB-
formatcanbereconstructeat thereceiverinto n-channelof sur
roundsound. In the concerta ring of 5 loudspeakersvasplaced
atonesite and8 at the other(a plugin waswritten to do B-format
decode).

Theteleconcervasroutedover the StanfordUniversity core
backboneEachconcerisitewasadjacento afast-etherneswitch,
andthesewereconnectedo a corerouter Two othercorerouters
werein thepath.Corebackbone&apacityis ratedat2.5Gbpsandis
highly overprovisioned.Typical cross-campuRT T’sareontheor-
derof onemillisecondor less.We usedthe TCP streamingengine
andsav no difficulty with the increasedverheadsinceit simply
addedto the delaysthat were necessaryor audio buffering (ap-
proximatelya 1 sec.aggreyatedelaywith this early versionof the
engine).

Our networkfor the May concertwas“plug andpray” in the
sensethat no attemptswere madeto usespecialconnectvity or
other guaranteesonly the existing infrastructure. The two host
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Figure6: Waveguide case (SoundWIRE).

computerspesidesservingthe audio, kept open“chat” windows
for operatormessage® be passedackandforth duringthe con-
cert. Audio transmissionsluringrehearsahndconcertwerefault-
less.

3.2. LAN remoterecording, 10-ch, TCP/IP

At theBanff Centrefor the Arts SummerArts Festial, 10-channel
recordingsweremadeby transmittingaudioover the Centres in-
ternet, at a distanceof about0.5km. A numberof continental
premieresvererecordedncludingKrzysztofPenderecks Sextet,
July 14, 2000and his Credo,featuringover 200 musicians July
15th. Again, the streamingenginewas TCP andaggreatedelay
approximatelyl sec.

3.3. LAN bidir ectional, trumpet duo, TCP/IP

Thefollowing month,we connectedcheadphoneandmicsfor two
trumpeterdocatedin the roomsusedfor the previousrecordings.
A TCP-based,1-channelbidirectionalapplicationwas tunedto
provide delaysof about200msec. The musicianswere initially
mystifiedby trying to performin sucha situation(especiallywith
no visual cuefor startingtogether). It only becamepossibleto
avoid recursve temposlowing whenoneplayeragreedo play be-
hind the other

The recordingsandthe trumpetduo acrossthe Banff Centre
networkinvolved a mix of networksegmentsof differing capac-
ities. Like the Stanfordtest, existing networkswere used. One

slower 10Mbpssegmentwasin the path but had no adwerseef-

fect. Sincetherewereno competingflows on it during the con-
cert,we hadaccesdo its full capacity(crucial, given our 7Mbps
10-channetecordingstreamof 16bit/ 44.1kHz.audio). For bidi-

rectionalwork, we fell far shortof the (< 5msec.)RTT available.
Either anotherprotocol, better TCP tuning, or our latestengine
would have gottenuscloserto the LAN’ s very low lateng.

3.4. WAN bidir ectional, SoundWIRE, UDP & QoS

In October 2000, usingnext-generatiometworks,2-channetata
wastestedidirectionallybetweerlCCRMA andfacilitiesat Cisco,
North CarolinaandatInternetzheadquarteris New York (approx.
9000km.roundtrip). RTT ontheorderof 75msec.wasachieed
andsustainedMics andheadphonewereconnectedogetherand
comparedo a telephoneconnectionalsoopenbetweernthe same
rooms. We felt the networkRTT wasnearlyasgoodasthetele-
phones and corversationseemedomfortable. The audio quality
was,of coursemuchbetter

SoundWIREBEwvastestedoverthesameconnectionimplemented
by anlIR circuitin which audiorecirculatesn aloop asdescribed
above. With the mics addingexcitationsto the loop, onehadthe
impressiorof speakingor singinginto alargeechochamber

Our bidirectionaltranscontinentahudio connectionwas car
ried over the Internet2Abilene backbone. SeparateQoS testing
segmentswerecreatedat entrypointssothatwe couldlistento the
effectivenesof QoSasit battledartificial traffic congestion.

Test segmentsconsistedof a pair of interconnectedouters
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runninga QoS configurationplusload generatorso inject traffic.
Routerconfigurationgrovideda meango enableor disableexpe-
dited forwarding (EF) of the audiotraffic. The incomingrouter
markedour audio traffic for EF accordingto sourceand desti-
nationaddressesandthe outgoingrouter (connectedo Abilene)
prioritizedits processingf the markedtraffic with respecto the
artificial traffic (which only traveledon thetestseggment).

4. CONCLUSIONS

Internettechnologyhasmaturedo whereit cansupportigh-quality

audio. Reciprocally we believe audiomay becomeimportantfor
internetengineering particularly with regardto evaluatingQoS,
which hasbecomean importantgoal in engineeringor a whole
rangeof interactve applications.Working with audioin this way,
onequickly trainstheir earto hearcharacteristicef a connection.

Commonlyavailable connectity suchasfast-ethernetom-
ponentsin PC’s on institution-sizedinternets(small “i”) provide
plenty of bandwidthfor local work involving real-timeconcertiz-
ing andrecording.Thebidirectionalexperimentsdescribedn this
paperindicate that next-generationbackbonesespeciallythose
with QoS capabilities,can extend thesepossibilitiesacrossthe
worldwide Internet(capital“l”).

Most large institutionsare alreadywired with networksthat
cantransporiaudio. We have hadsatisfactoryresultswith 10Mbps
seggments,even whenrunningthemnear100%of capacity Data
ratesashigh as23Mbpscanbe seenin our hungriestexperiments
(10 channelsof 24bit / 96kHz. unidirectional),but that's rela-
tively modest. Large-scalestudioswill designfor transportof
hundredsof channelsarounda studiocomplex. Given the phe-
nomenalcapacityof today’s LAN networkinggearis well within
reach: 1Gbpsequipments replacingfast-etherne{100Mbps)in
new installationsand 10Gbpsis in early deployment.Analog or
special-purposdigital audiowiring in campuseandstudioscould
quickly becomeathing of thepast.

At the September2000AES conferencenotheMcGill Uni-
versity concertwas transmittedacrossWAN to demonstratee-
motesurroundsoundrecordingatthe Universityof SoutherrCali-
fornia. Thehigh-resolutior24bit/ 96kHz. 10-channesignalagain
provesthe capacityof next-generatiometworksfor professional
audio. And that, “...datacompressioris a temporaryaberration
thatwill be sweptaway with time? [7]

Delay is the final issuethat remains. Onceit canbe pushed
down to its theoreticalimit, it will beinterestingto seewhatmu-

sical possibilitiescan be madeof truly interactve connections.

In theimmediatefuture we aredesigningexperimentsusing QoS
techniqueghatwill put known boundson lateny andjitter (our
presenexperimentdid notprovide suchguarantees)Thesesxper
imentscanonly be conductedbn testbednetworkswhoserouters
areadaptedo the purposelt is too earlyto know muchaboutthe
termsunderwhich QoS will becomegenerallyavailable but, on
the technicalside, we have seenthat EF techniquesare effective
for real-timebidirectionalaudioevenunderheavy traffic.

Thereis little doubtthatdedicatedP / audiodeviceswill be
forthcomingandwill replacethePC’susedin presenexperiments.
In fact,ourteamis completingastand-alonénetworkaudioappli-
ance”whoseprocessoruns embeddedP protocolsdirectly con-
nectingfast-ethernetwith a hardwaredigital audiointerface. We
intendit to runwireless,aswell.
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