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ABSTRACT

In this paper we present areverberation system based ona multi-
loudspedker configuration. The am of this work isto produce a
natural soundng reverberation system with a similar pattern to
the prodwed in red rooms. A new method for sound
spatialization is presented, and it is used to locae on the virtua
room’'s surfaces the ealy refledions produced in a reverberant
space Eadh loudspedker is fed with its correspondng ealy
reflection sequence dter the panning process and an artificia
late reverberation is added in ead channel, obtaining a more
redistic experience that the obtained with aher artificia
reverberation systems.

1. INTRODUCTION

Reverberation is a very well known effed that is present in
amost dl our listening experiences. It credes an ambient space
in the sound erception. In reverberant environments, the sounds
we hea are acompanied by delayed refledions from many
different diredions. In most cases, this additional information
changes the perception d the sound modifying it loudress
timbre and spatial charaderistics [1]. This effed is particularly
important for music listening, becaise it adds life and sense of
space The reverberation is asciated with the achitedure and
aoustic of concert halls, and this fador is criticd for good
soundng in concert performances. In recorded music, there has
been agrea effort is smulating this effed through some dedro-
aooustic devices. Nowadays, digital signal processng techniques
are mostly used for these purposes.

We can study areverberant space & a distributed sound source
element: eat wall, celing and floor are @ntributing with
thousands of refledions within the reverberation time. Using the
geometric model of areverberant space and with the help of the
image source method a ray tradng method, we can determine
the refledions generated in eat surface considering them as
distributed soundsources. It is then pasdble to apply one of the
existing panning methods to pasition a virtual sound source
using loudspe&ers, obtaining an impulse resporse for eath
loudspedker. With thisinformationis then possble to implement
an artificial reverberation agorithm for ead loudspedker.
Procesdng the dry sound with the different reverberation
agorithm obtained for ead loudspeder, and reproduwcing the

processed soundin a multi-loudspeker system, we can get the
spatial impresson d areverberant ambient.

This paper is organized as follows: in chapter 2 some ideas
abou sound @nning are summarized, and the method sed in
our system is presented. In chapter 3 we describe the atificia
reverberation agorithm implemented in this work. The
implementation o the multi-loudspesker reverberation
technique is depicted in chapter 4, and conclusions are presented
in chapter 5.

2. SOUND PANNING IN A MULTI-LOUDSPEAKER
SYSTEM

The soundspatiali zation problem is addressed esentialy in two
ways. headphore-based systems, using the gpropriate HRTF's
to processthe soundand to get the exad dugicaion o what the
ea would hea in a natural situation, and loudspe&ker-based
systems, alowing the aedion d spatial auditory images with
the help of a set of loudspekers aroundthe li stener.

In genera terms, the techniques to pasition a soundsourcein the
spaceusing a multi-loudspeker layout are based in the method
of applying different amplitudes to the loudspedkers [2]. Some
of the most interesting are Ambisonics and VBAP. One
important restriction is assumed in these systems: it exists only a
very restricted pation o the audience aea where optimal
listening condtions are met (swed spot). Among al sound
spatializaion systems, we will focus on systems using severa
loudspedkersin the horizontal plane.

2.1. Ambisonics

Ambisonics technique was developed by M.A. Guerzon [3], [4].
In this g/stem the B-format encoding is the most widely used.
This format all ows to represent sounds stuated in the horizontal
plane with 3 signals: W, X and Y. By applying a suitable
transformation matrix (deaoding) to these signals, any bi-
dimensional array of speders placel aroundthe listener can be
driven. The Ambisonics coding do nd provide awy distance
information. This must be alded by controlli ng different fadors
such as loudress dired to reverberant soundratios, etc.

For a plane wave of amplitude S and angle of incidence 6
(azmuth angle), B-format encoding equations can be written:
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W—SD%

X =S[cosh Q)
Y =S* sinf

X and Y channels contain information d the cmporents of the
sound onthe x axis and y axis, respedively. W channel contains
a monophoimc mix of the sound material. X and Y may have
negative values, implying that the signal is gored in antiphase
when compared with the signal in the W channel.

2.2. VBAP

Vedor Base Amplitude Panning was presented by V. Pulkki [5].
In this g/stem, considering an N loudspe&ker layout placed in
the horizontal plane & the same distance from the listener, a pair
of loudspedkers (a base) is ®leded for eah pasition d the
virtual source, and these two loudspeekers are fed with the
source signa multiplied by gain fadors. The gains of al the
other loudspedkers are set to zero. If the virtual sourceis located
in the same diredion as any of the loudspekers, the signa
emanates only from that particular loudspeeker. As gated in the
Ambisonics g/stem, the VBAP system does not provide ay
distanceinformation.

When the loudspedker base is orthogonal, the gain fadors are
equivalent to those cdculated for the Ambisonics g/stem:

g, =cos8

2
g, =sing @)

2.3. Distance vector panning system

A new methodfor sound m@nning in a multi-loudspeker system
is presented here. This formulation includes both azmuth and
distance information d the virtual soundsource In a @ordinate
system where the x axis is pointing forward and the y axis
pointing to the left, and considering a system of N loudspekers
placa in a drcumference of diameter d (Fig. 1), we can define
N vedors g, , with their origin in ead loudspesker, pointing to

the virtual soundsource P(x.y).

A

Figure 1. Four loudspeakers system corfiguration.

Considering a drcumference of radius 0.5, we propose that the
gain correspondng to ead loudspesker can be defined as
follows:

a =1-df ©)

where d; =d(P,0, ) is the distance from the virtual sound

source position P to ead loudspedker.

To assss the quality of locdizaion perception in a multi-
loudspedker system the velocity and energy locdizaion vedors
are often used. These measures were propased by Gerzon [3] for
the development of optimal Ambisonics encoders and deaoders,
and have been used for assesdng other 2-D and 3D panning
techniques [6], [7]. The velocity model deds with low frequency
theory of human auditory locdizaion (below 700 Hz). The
velocity vedor definitionis:

ay,
T =(r) @

T =
;a

where g is the amplitude gain of the iy loudspeser in the
layout, and v, is the unitary vedor pointing to the iy,
loudspeker (see figure 1). The velocity vedor represents a
synthetic plane wave with an apparent diredion o propagation
with angle 8,. Using this model the fador |r,| must ascloseto 1

[‘V:

as posshble for optimum quality, and 6, = atar(rvy/rvx) gives the
percaved virtual source pasition.

For frequencies above 700 Hz, the energy vedor is defined as a
modified version d eguation (4), where the loudspesker gains
arereplacal by their squared magnitudes:
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In this case the energy vedor describes the diredion d the
apparent sound source with angle 6. =atar(rg’/rg‘), at high
frequencies. Its amplitude |r.| must be & close to 1 as possble
for optimum quality.

Findly, it is important to olserve the energy preservation
constraint, so the sum of squared gains must equal to 1

2.4. Distance perception

In the panning method poposed here, the information abou the
distance of the virtual sound source to the listening position is
given. This fad is imposing the reinterpretation o the aove
mentioned quality fadors to include the distance perception.
Considerationsabou 6, and 6. areidenticd to those described
in [3], i.e, they represent low frequency and high frequency
perceived virtual source atmuth, respedively.
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In ou system, the anplitude of vedors r, andr. are diredly

propationa to the distance of the listening position to the
virtual sound source To oltain comparable results with other
systems, where values close to 1 are almitted as high quality
index for amplitudes of velocity and energy vedors, we have
included a normalizaion coefficient r that is the distance from
P to the listening position. So, the following velocity and energy
vedors are used in this work:

' 6)

At all the posdble soundsource pasitions at the same distance of
the listening position the energy conservation constraint is
preserved, but this constant changes with r. Thus, a @rredion
coefficient k is adopted taking into acourt the parameter r:

No+16r* -16r°

2.5. Results

Some results are presented in dfferent graphics. We wnsider
four loudspedkers placal in a drcumference with a diameter
d=1. In figure 2 we can observe apodar diagram showing the
gan o ead loudspeder correspondng to a virtua sound
source moving over a drcumference with radius r=0.5, i.e., a
circumference passng over the loudspedkers. The gain of eah
loudspedker is maximum when the virtual sound source is
placal over this loudspedker, but d least other two loudspekers
are dso fed (thisis smilar to the Ambisonics s/stem). Figure 3
shows the polar diagram for virtua sound sources over a
circumference with radius r=0.3. In this case 4dl the
loudspedkers are fed for every position d the soundsource

In figure 4 we present the evolution d the normalized velocity
and energy vedors for distances from r=0to r=0.5 (solid lineis
the velocity vedor and ddted line is energy vedor). In figure 5
we present the difference (in degrees) of the perceved dredion
of the soundand the red one, 8 -6, and 6 -6 . In bah cases

the differences are dose to O for al the positions of the virtua
sound source and for al radius. According with these results,
with energy vedor amplitude dose to 1 for every radius, high
frequency perception is very good Becaise the vaues of
velocity vedor amplitude deaease when approaching to the
center of the drcumference i.e.,, when the sound source is
approaching to the listening position, the perception o low
frequenciesisworst for small radius.

Figure 2. Polar diagram of loudspeaker gains, r=0.5.

1

0.8

v, re (normalized)

0.6

0.4

0.2

0

[ 005 01 015 02 025 03 035 04 045 05
radius

Figure 4. Evolution o the amplitude of normalized
veocity vedor (solid) and nomalized energy vedor
(dotted) with the radius.
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Figure 5. Difference of percdved and real sound
diredion.

3. REVERBERATION ALGORITHMS

Implementing a reverberation algorithm is a well-known subjea
that involves two processes: the modeling of the ealy refledion
resporse @rrespondng to the ealy echoes and the simulation o
the late reverberation a diffuse reverberation. Reverberation
agorithms usualy include diredional filters intended to
reproduce locdizaion cues. The best-known algorithms have
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been summarized in [1]. Figure 5 presents the simplest block
diagram of areverberation algorithm.

x[n] Early refledions
y
D i
y

A 4

Dirediond filters l—r

Figure 5. Reveberation Hock diagram.

3.1. Modeling early reflections

In order to model the ealy reflecions a smple FIR filter
structure is implemented with a set of delays m; and tap gains

a; (seefigure 6).

XD > y[n]
Figure 6. Early refledions implementation.

The delays m;, and the gains a, are obtained computing the
impulse resporse of a virtual space This impulse resporse can
be obtained with dfferent agorithms: ray tradng and source
image methods are the most usua ones. In ou case, we ae
deding with simple geometry, so the source image methodis an
efficient algorithm to simulate the ealy resporse of a virtua
room. This method tes been also used for complex geometry
models, for instancein the DIV A projed [8].

3.2. Simulating late reverberation

A dlightly most difficult dedsionisto choose the dgorithm used
to simulate the diffuse reverberation. From the first Schroeder
work abou artificial reverberators [9], many implementation
have been presented. The works of Gardner [10], Dattorro [11]
and Jot [12] offer different approaches to oltain an artificia
reverberation algorithm with some spedfic charaderistics:
natural soundng, high eco density and control of the
reverberation time; al of them are based on reaursive filters.
Two important aspeds soud be taken into acourt in the
eledion d the reverberation algorithm: the output sound qulity
and the procesdng time. In this work we ae interested in sound
spatializaion wsing the ealy refledion pettern. The subjedive
quality of the diffuse echoes algorithm is not our objedive in
this paper, so we have implemented dfferent late reverberation
agorithms [13]. Using this g/stemit is posdble to seled among
different types of those dgorithms to ched the differences on
thefinal results.

3.3. Directional filtering

Dirediond filtering in reverberation algorithms is usually based
in HRTF functions obtaining a stereo signa to be head with
headphores. In ou case we ae deding with a multi-loudspedker
system, so a different approach has been made. In the next
sedion we present our strategy to compute a dirediond
reverberation with spatial impresson.

4. MULTI-LOUDSPEAKER SPATIAL
REVERBERATION

The reverberation plenomenon implies thousands of sound
refledions coming from the different surfaces of the aoustic
space The first step we have to cover is the mmputation o the
impulse resporse of a virtual space This process implies the
cdculation d threeparameters for ead refledion:

i. The atenuation dwe to conseautive refledions &, ,

ii. Thedelay associated with eat ore m;, and

iii. The exad pogtion in the room surfaces where the last
refledion is produced before ariving to the listening
position (X, Yc)-

Using the source image method for a simple geometry

(shoebox), we have obtained the analyticd expressons of the

last refledions positions:

X, = sigr(n)xmin%X;—L

YmW

wi

s

n

where (n, m) is the n-th refledion onthe x axis and the m-th on
the y axis, (X, Ym) is the virtua source position for the (n, m)
reflecion and (W, L) are the room width and length respedively.
This information alows us to alocae eab refledion in the
spacewith the help of the panning algorithm shown in sedion 2
An important remark has to be made: to locae the refledions at
the room walls and to locae the dired sound in the space
absolute position is important, so it is necessary to percdave
azmuth and dstance This perception is readed with the
agorithm proposed in sedion 2

From ead refledion a, correspondng to the set of ealy
refledions of the virtual room we obtain, after the distance

vedor panning process N ones: (a',a?,a’,...,a" ). In this case,

®

Y. =sign(m)xmin

n

I

a; isthe correspondng weight for ead loudspesker associated
with the ealy refledion i, and it is computed using expresson
(3). So, we obtain a different impulse resporse for eath
loudspe&ker in the soundreinforcement system.

In figure 7a we can seethe impulse resporse ssociated with a
room which width and length equal to 20 m. and 30 m.,
respedively. The refledion coefficients are 0.85 for al the
surfaces. The soundsource pasition is 14 m. behind and 9m. to
the left of the listening position (the center of the room). Figures
7bto 7e present the ealy refledion pettern associated with eath
loudspedker in afour loudspedker layout after the sound fanning
method
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Early Reflections

. Our reverberation implementation is depicted in figure 8. To

09 process the ealy refledions asociated with the crrespondng
o loudspeer we nead N FIR filters, ead ore similar to the filter
- presented in figure 6. The delay associated with every ealy
0s refledion is the same for the N filters, but the gains are now a/

depending on the loudspedker j. Dirediond filtering is not used
}‘ because diredivity is obtained from the ealy refledion pgsition.

S &
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U(mae)(ms) Early reflection 1 »P—» yiln]

Early Refledions: Front Left Early reflection 2 WP vl

09 x(n] Early reflection 3 yaln]
05 L—»| Early reflectionN yn[n

{ >P-+H Difuse ehoes

l { Il

time (ms) A FIR filter isincluded for every loudspeaker in the system. The
(b) agorithm for obtaining the diffuse reverberation tail could be

Early Refledions Front Right shared. Some kinds of dearrelation between loudspekers are
0o obtained in the same ways described in [1].

Figure 8. Dirediond reveberator block diagram

os 5. CONCLUSIONS

{ } H | “‘ 1 charaderize the aousticd behavior of a virtua room, sound

L LD spatidizaion techniques and a reverberation algorithm

time (ms) implementation. The virtual room reverberation pettern is

(© charaderized by means of the source image method, obtaining

Early Reflections: Back Left its impulse resporse. For sound spatidizaion, we have

developed a new sound @nning method, taking into acourt the

o distance and the aimuth of the virtual sound source The

o7 reverberation algorithm used for a multi-loudspedker layout is

os built based on the perception o the ealy refledions coming

from the different surfaces of avirtual room, considering ead of

them a virtual sound source Becaise of this model we neel to

o consider their distance and azamuth referred to the listening

o1 ‘{ H ‘H \ “‘ | position. This und @nning method tes been subjeded to

P P TR Frea ey v some validation tests, ohtaining very good results in sound

time (ms) source azmuth and dstance perception. The output signal fed to

(d) ead loudspedker is obtained processng the input signal with a

Early Reflections: Back Right different impulse resporse for ea loudspeker. These impulse

o resporses are obtained applying the panning method to eath

0s ealy refledion in the virtua room, and wsing an artificia
o1 reverberation algorithm to creae the late reverberation.

A method for multi-loudspeeker reverberation implementation
has been introdwced. This g/stem combines techniques to
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